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Announcements

• Taking over (mostly) from Sana
• Assignment 2 out – Due next week [Feb 15]
• Final project proposal due Feb 22 

• Please look at updated handout!
• Please have teams formed by then (form them in 

the break today!)



Recap: What we have learned so far?

KNN Decision 
Trees

Linear 
Models MLP



What you can do if you are a doctor now

KNN,
Decision Trees,
Linear Models,
MLP



What you can do after today:
Ensemble Methods



What are Ensemble Methods?

General Idea:



What are Ensemble Methods?



Why Ensemble Methods
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Why Ensemble Methods



Variance-Bias Trade-off

K = 1 K = 15

High Variance
Low Bias

Low Variance
High Bias



Variance-Bias Trade-off



Why Ensemble Methods



Ensemble Methods



Bootstrap Estimation

Training data
Sub-sample 1

Sub-sample 2

Sub-sample 3



The 0.632 bootstrap



Bagging



• Reduces overfitting (variance)

• Normally uses one type of classifier

• Decision trees are popular

• Easy to parallelize

Bagging



Hastie et al.,”The Elements of Statistical Learning: Data Mining, Inference, and Prediction”, Springer (2009)

Bagging Decision Trees



Suppose that there is one very strong predictor in 
the data set, along with a number of other 
moderately strong predictors. 

Then all bagged trees will select the strong predictor 
at the top of the tree and therefore all trees will look 
similar. 

Bagging Decision Trees: Pitfalls

How do we avoid this? 

In other words: Correlated Trees!



Remember we want i.i.d such as the bias to be the 
same and variance to be less?
Other ideas? 

What if we consider only a subset of the predictors 
at each split? 

We will still get correlated trees unless ….
we randomly select the subset !

Bagging Decision Trees: Pitfalls



Random Forests 



For b = 1 to B: 
(a) Draw a bootstrap sample Z∗ of size N from the training data. 
(b) Grow a random-forest tree  to the bootstrapped data, by 

recursively repeating the following steps for each terminal node of the 
tree, until the minimum node size nmin is reached. 

i. Select m variables at random from the p variables. 
ii. Pick the best variable/split-point among the m.
iii. Split the node into two daughter nodes. 

Output: the ensemble of trees. 

To make a prediction at a new point x we do:
For regression: average the results 
For classification: majority vote 

Random Forests



The inventors make the following recommendations: 
• For classification, the default value for m is        and the minimum 

node size is one. 
• For regression, the default value for m is p/3 and the minimum 

node size is five. 

In practice the best values for these parameters will depend on the 
problem, and they should be treated as tuning parameters. 

Tuning Random Forests



Random Forests : Summary



When the number of variables is large, but the fraction of relevant 
variables is small, random forests are likely to perform poorly when 
m is small 

Why? 

Because: 
At each split the chance can be small that the relevant variables will 
be selected 

For example, with 3 relevant and 100 not so relevant variables the 
probability of any of the relevant variables being selected at any split 
is ~0.25

Random Forests: Pitfalls



Another Way of Ensemble: Boosting

Each weak classifier is trained from a 
weighted sample of the training data

Sequential 



Boosting: Weighted Sample



Boosting: Weak Learners



Boosting: Weak Learners



AdaBoost: Adaptive Boosting



AdaBoost: Adaptive Boosting

Don’t Panic! 
See next!



AdaBoost: Adaptive Boosting

Still Panic? 
See next!



Boosting: A simple example
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Boosting: A simple example



Boosting: A simple example



AdaBoost: Generalization



Other Boosting: 
Gradient Boosting, XGBoost

Gradient Boosting uses regression trees as weak 
learners. 

Gradient Boosting uses additive losses and gradient 
descent to solve the optimization problem. 

XGBoost is a regularized version of gradient boosting 
with more efficient implementation. 

XGBoost, by far, is the most widely used boosting
algorithm.



Boost: Summary
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Ensemble Methods: Summary

Source: https://towardsdatascience.com/the-ultimate-guide-to-adaboost-random-forests-and-xgboost-7f9327061c4f



Random Forest

Adaboost

Ensemble Methods: Summary



Which type of model would you prefer if 
you are a patient?


